
Code-based AI assistant for EO tasks
Post-doctoral position

General information
• Keywords: Computer vision, Natural Language Processing, Deep Learning, Remote sensing, Multi-modality

• Duration of the post-doc: 12 months

• Institute: Université de Paris, Laboratoire d’Informatique Paris Descartes (LIPADE), team Systèmes Intelligents
de Perception

• Location: 45 rue des Saints-Pères, 75006 Paris

• Supervisor: Sylvain Lobry

• Application: please send an email to sylvain.lobry "at" u-paris "dot" fr with the subject "[Postdoc IC-EO]
FirstName LastName" containing:

– updated CV;
– cover letter;
– contact information of a teacher/supervisor willing to write a recommendation letter.

• The position is open until filled, and no longer that the end of 2024.

Introduction
In recent years, remote sensing images have become more available than ever thanks to important efforts coming
from the public and private sectors. For instance, the European Union’s Copernicus program provides free access to
Synthetic Aperture Radar (SAR) and multi-spectral data. In addition to governmental initiatives, companies (e.g.
Planet Labs) also provide very-high resolution images on a global scale on a daily basis. Remote sensing images contain
information which is already used, among others, to track climate change, improve security and to understand and
manage the environment. Exploiting the different levels of information provided by the wide range of remote sensing
modalities is an active field of research. Multi-modality is used in many remote sensing applications [1]. However, the
interpretation of remote sensing data is generally performed by experts and often involves manual processing. With
the increasing amount of data, the manual interpretation becomes a limiting factor impacting the delay at which
information is extracted, but also the domains in which such data can be used. For specific applications, the remote
sensing community has been developing ad hoc automatic methods. As such, these works can only address either
general applications (e.g. pollution monitoring) or ones with direct financial interest. We argue that the information
contained in remote sensing images can be of interest to a much larger public: journalists could retrieve such data
to understand, follow and report on wars and the effects of climate change or local governments could use this data
in their decision process and studies. While the data is present, the general audience do not always have either
the technical knowledge to extract the information of interest or the capacity to fund research to do so. Enabling
information extraction from remote sensing data through a non-technical and common interface would be a way to
allow the general audience to directly benefit from this data.

The objective of the IC-EO project is to propose a conversational assistant that can interact with EO data, such as
images. In this project, we will take advantage of the fact that EO tools can be interfaced via code. This will allow us
to propose a model that can integrate current state of the art research in an extensible and straightforward manner.
The objective of the IC-EO assistant is to be able to answer such questions as: “How much of the field on the left of
this area burned down during the fires last summer?”, and “How many buildings are less than 5 minutes walk from the
park?”, without restriction to specific formats. Uniquely, the answer to such questions will be code-based and hence
can be reviewed and made comprehensible, as opposed to the black-box nature of current approaches. The model
can be decomposed in two parts: first, we propose an application programming interface (API) that encompasses
elementary tasks, such as classification, object detection, visual grounding and semantic segmentation. Second, we
will train a large-language model to use this API, given as a context, to predict a code-based solution to the user’s
query. A sample of the execution of the assistant is shown in Figure 1.
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Figure 1: Sample of the execution of the assistant for a query How much of the field on the left burned down
during the fires of last summer?

IC-EO is an ESA (European Space Agency) project led by askEarth and Université Paris Cité. For a maximal
impact, our dissemination strategy for this project includes published research, open sourcing developed models, and
a demonstrator accessible online

Background
Interactions between textual features and images is a rising topic in the machine learning and computer vision
communities. In particular, these interactions are essential components of tasks such as image captioning (IC) [2],
image querying (IQ) [3] or Visual Question Answering (VQA) [4]. These tasks are particularly relevant when used
with remote sensing data. Indeed, image querying has been a task of interest in the remote sensing community since
the creation of massive remote sensing images databases as a way to explore them through natural language [5]. On
the other hand, VQA has only been recently proposed in the remote sensing community [6] and has been identified
as one of 6 potential game-changers in the field of Artificial Intelligence for Earth Science [7]. It aims at answering
in English to a question (in English as well) about a remote sensing image. Since the introduction of this task in the
remote sensing community in 2019, numerous research works have explored the construction of large databases for
the training of supervised models [6, 8, 9] as well as the models themselves [6, 10, 11, 12]. However, these solutions
often act as black-boxes, which prevent from reviewing the predicted answers. This can be particularly problematic
when the extracted information needs to be used for making decisions. In this project, we propose to develop a
methodology in the line of ViperGPT [13], which decomposes the answer retrieval process in small tasks that can be
easily reviewed.

Objectives
The selected candidate will first review the state of the art for elementary tasks (e.g. classification, object detection,
visual grounding, semantic segmentation) in order to create the API. In this part, the objective is to re-use existing
open models. In addition, based on the candidate’s interests, it is expected to work on a specific task to propose new
methodologies. The candidate will then work in collaboration with askEarth to develop the large language model
(LLM) fine-tunning for our specific assistant. In addition, we aim to study means for evaluating (quantitatively
and qualitatively) the final model. This project is done in collaboration with askEarth. As such, the candidate
will participate to a monthly meeting to share their progresses and propose feedback on the developments made by
askEarth.

Desired background for the candidate
We are looking for a recently graduated PhD. The ideal candidate would have a theoretical background in computer
vision and be proficient in programming with Python. Knowledge in geographic information sciences and natural
language processing is a plus.
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